
Linear Algebra and Random Processes: Assignment

Vectors

1. Is this set of vectors


2

1
1

 ,
0

0
0

 ,
0

1
0

 independent?

Explain your answer.

2. Consider a set of finite duration discrete-time real signals
XN =

{
x [n]

∣∣x [n] ∈ R, ∀0 ≤ n ≤ N − 1
}

. Does this
set form a vector space? Explain your answer. Would
XN still be a vector spaces if the signals were binary
signals? i.e. x [n] ∈ B, where B = {0, 1} with the bi-
nary addition and multiplication operations defined as
the following,

a b a+ b a× b
0 0 0 0
0 1 1 0
1 0 1 0
1 1 0 1

Table 1: Addition and Multiplication operation for binary
numbers.

3. Prove the following for x,y ∈ Rn

(a) Triangle Inequality:

‖x + y‖ ≤ ‖x‖+ ‖y‖

(b) Backward Triangle Inequality:

‖x− y‖ ≥ |‖x‖ − ‖y‖|

(c) Parallelogram Identity:

1

2

(
‖x + y‖2 + ‖x− y‖2

)
= ‖x‖2 + ‖y‖2

4. Consider a set of vectors x,y ∈ Rn. When is ‖x− y‖ =
‖x + y‖? What can you say about the geometry of the
vectors x, y, x− y and x + y?

5. If S1, S2 ⊆ V are subspaces of V , the is S1 ∩ S2 a sub-
space? Demonstrate your answer.

6. Consider two sets of vectors V = {v1,v2, . . .vn} and
W = {w1,w2, . . . ,wn,u}. Prove that if span (V ) =
span (W ), then u ∈ span (V ).

7. Prove that the sum of two subspaces S1, S2 ⊆ V is a
subspace.

8. Consider a vector v =


v1
v2
...
vn

. Express the following in-

terms of inner product between a vector u and v, and in
each case specify the vector u.

(a)
∑n
i=1 vi

(b) 1
n

∑n
i=1 vi

(c)
∑n
i=1 vix

(n−i), where x ∈ R

(d) 1
n−1

∑n
i=1

(
vi − 1

n

∑n
i=1 vi

)2

(e) 1
5

∑5
i=3 vi

(f)
∑n−1
i=1 (vi+1 − vi)

(g)
√
vn

(h)
∑n
i=1 wiv

2
i

9. Which of the following are linear functions of
{x1, x2, . . . , xn}?

(a) mini {xi}ni=1

(b)
(∑n

i=1 x
2
i

)1/2
(c) x6

10. Consider a linear function f : Rn → R. Prove that ev-
ery linear function of this form can be represented in the
following form.

y = f (x) = wTx =

n∑
i=1

wixi, x,w ∈ Rn

11. An affine function f is defined as the sum of a linear
function and a constant. It can in general be represented
in the form,

y = f (x) = wTx + β, x,w ∈ Rn, β ∈ R

Prove that affine functions are not linear. Prove that any
affine function can be represented in the form wTx+β.

12. Consider a function f : R3 → R, such that,

f

1
0
0

 = 2; f

0
1
0

 = −3; f

0
0
1

 = 1;

Can you determine the following values of f (x), if you
are told that f is linear?

f

 2
2
−2

 =?; f

−1
2
0

 =?; f

 0.5
0.6
−0.1

 =?;

Can you find out these values if you are told that f is
affine?

13. For the previous question, (a) assume that f is linear
and find out w ∈ R3, such that f (x) = wTx; and
(b) assume f is affine and find out w, β such that
f () = wTx + β.

14. Consider the weighted norm of vector v, defined as,

‖v‖2w =

n∑
i=1

wiv
2
i ; w =


w1

w2

...
wn


Is this a valid norm?

15. Prove that the following modified version of the Cauchy-
Bunyakovski-Schwartx Inequality is true.∣∣∣∣∣

n∑
i=1

uiviwi

∣∣∣∣∣ ≤ ‖u‖w ‖v‖w
1



16. Consider a basis B = {bi}ni=1 of Rn. Let the vector x
with the following representations in the standard and B
basis.

x =


x1
x2
...
xn

 =

n∑
i=1

xiei and xb =


xb1
xb2

...
xbn

 =

n∑
i=1

xbibi

Evaluate the ‖x‖22 and ‖xb‖22. Determined what happens

to ‖xb‖22 under the following conditions on the basis vec-
tors:

(a) ‖bi‖ = 1,∀i

(b)
∥∥bTi bj∥∥ =

{
1 i = j

0 i 6= j

17. Consider a set of measurements made from adult male
subjects, where their height, weight and BMI (body
moass index) were recorded as stored as vectors of length
three; the first element is the height in cm, second is the
weight in Kg, and the alst the the BMI. Consider the
following four subjects,

s1 =

 167
102

36.6

 ; s2 =

 180
87

26.9


s3 =

 177
78

24.9

 ; s4 =

 152
76

32.9


You can use the distance between these vectors
‖si − sj‖2 as a measure of the similiarity between the
the four subjects. Generate a 4× 4 table comparing the
distance of each subject with respect to another subject;
the diagonal elements of this table will be zero, and it
will be symmetric about the main diagonal.

(a) Based on this table, how do the different subjects
compare to each other?

(b) How do the similarities change if the height had been
measured in m instead of cm? Can you explain this dif-
ference?

(c) Is there a way to fix this problem? Consider the
weighted norm presented in one of the earlier problems.

‖x‖w =
(
w1x

2
1 + w2x

2
2 + . . .+ wnx

2
n

) 1
2

(d) What would be a good choice for w to address the
problems with comparing distance between vectors due
to change in units?

(e) Can the angle between two vectors be used as a mea-
sure of similarity between vectors? Does this suffer from
the problem of ‖x‖2?

Matrices

Matrix

18. Elements of the matrix C ∈ Rm×n obtained as the prod-
uct of two matrices A ∈ Rm×p and B ∈ Rp×n is given
by,

cij =

p∑
k=1

aikbkj

We had discussed four different ways to think of matrix
multiplication. By algebraically manipulating the previ-
ous equation arrive at these four views (inner product
view, column view, row view and outer product view)?

19. Given the matrices A =


1 2 3 4
−1 3 −1 −1

2 −2 0 2
1 0 −3 0

, B =


−1 1

0 1
−1 1
−0 1

 and C =

[
1 1
0 1

]
. Evaluate the following

products.

(a) AB (b) A2B (c) CBTA (d) C3 (e) ABC

20. Consider an upper triangular and lower triangular matri-
ces U and L, respectively.

(a) Is the product of two upper triangular matrices
U1U2 upper triangular?

(b) Is the product of two lower triangular matrices
L1L2 upper triangular?

(c) What is the trace (LU)?

21. Prove (AB)
T

= BTAT .

22. Consider the following matrix,

A =

[√
3
2 − 1

2
1
2

√
3
2

] [
0.1 0

0 0.9

][ √
3
2

1
2

− 1
2

√
3
2

]

Find out the expression for An = An. What is A∞ =
limn→∞An?

23. Prove that a matrix M ∈ Rn×n can always be written
as a sum a symmetric matrix S and a skew-symmetric
matrix A.

M = S + A, ST = S and AT = −A

Does this property also hold for a complex matrix M ∈
Cn×n?

24. The trace of a matrix A ∈ Rn×n is defined as,
trace (A) =

∑n
i=1 aii. Prove the following,

(a) trace (A) is a linear function of A.

(b) trace (AB) = trace (BA)

(c) trace
(
ATA

)
= 0 =⇒ A = 0

25. Prove that the rank of an outer product xyT is 1, where
x,y ∈ Rn and x,y 6= 0.
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Matrix - Reloaded

26. Derive force and displacement relationship for a series of
n + 1 springs (with spring constants ki) connected in a
line. There are n nodes, with fi and xi representing the
force applied and resulting displacement at the ith node.

•
k1

x1
f1

•
k2

x2
f2

k3
· · ·•

kn+1

xn
fn

(a) Represent the relationship in the following form,

f = Kx; f =


f1
f2
...
fn

 ; x =


x1
x2
...
xn


(b) What kind of a pattern does K have?

(c) Consider a specific case where n = 4 and k =
1.5N.m−1. What should be forces applied at the
four nodes in order to displace the spring x =

0.5
−0.5

0
0

m.

27. Computational cost of different operations. What is
computational cost of the following matrix operations?
Computational cost refers to the number of arithmetic
operations required to carry out a particular matrix oper-
ation. Computational cost is a measure of the efficiency
of an algorithm. For example, the consider the opera-
tion of vector addition, a + b, where a,b ∈ Rn. This
requires n addition/subtraction operations and zero mul-
tiplication/division operations.

(a) Matrix multiplication: AB, where A,B ∈ Rn×n

(b) Inner product: uTv

(c) Gaussian Elimination for Ax = b where A ∈
Rn×n, x,b ∈ Rn.

(d) Back substitution

(e) Gauss-Jordan method to obtain the row echelon
form: A −→ E.

(f) Matrix inversion using the Gauss-Jordan method:[
A|I
]
−→

[
I|A−1

]
Report the counts for the addition/subtraction and mul-
tiplication/division operations separately.

28. Consider the following system.
1 5 1 2
2 −1 0 2
4 0 1 1
1 1 0 1

xi = bi

Solve the above equation using LU factorization for the
following bis.

b1 =


1
0
0
0

 , b2 =


0
1
0
0

 , b3 =


0
0
1
0

 , b4 =


0
0
0
1



Construct a matrix X using the four solutions x1,x2,x3

and x4 as its columns.

X =
[
x1 x2 x3 x4

]
Find out XA and AX,. Based on this what can you say
about X?

29. Consider the system of equation, Ax = b, such that a
matrix A ∈ Rm×n, x,b ∈ Rn. Are the following state-
ments true? Explain your answer.

(a) rankA ≤ min (m,n)

(b) The system is consistent if rankA = m.

(c) The system has a unique solution if rankA = n.

30. Consider a linear function f : V → W , where V ⊂ Rn
and W ⊂ Rm. If V is a subspace of Rn then prove that
W is a subspace of Rm.

31. If two systems of linear equations are consistent, with
augmented matices [A|b] and [A|c]. Is [A|b + c] con-
sistent?

32. If a matrix A has LU decomposition, such that A = LU.
Demonstrate that it also has a LDU decomposition
A = LDÛ, where D is a diagonal matrix, and Û is
upper triangular. What happens to the LU and LDU
decompositions when a matrix A = AT ?

33. Consider a matrix A =

1 4 5
4 118 26
3 16 30

.

(a) Apply Gaussian elimination to simply this matrix
into an upper-triangular matrix U.

(b) What is the corresponding upper-triangular matrix
Ũ obtained by applying Gaussian elimination to
AT ?

(c) Could you have arrived at Ũ without having to re-
peat the Gaussian elimination process on AT ?

(d) Write down the LDU decompositions of A and AT .

34. Two point boundary problem. Ax = b is often en-
countered in many practical applications. One such ap-
plication is the numerical solution of differential equa-
tions of the following form,

M∑
i=0

ai (x) y(i) (x) = f (x)

where, x ∈ [a, b] and y (a) = α, y (b) = β.

Numerical methods are often employed for obtaining an
approximate estimate of y (x) at discrete points in the
interval [a, b]. The interval is divided into subintervals of
width ∆x. The derivate of y (x) at the different nodes
(points between two subintervals) can be approximated
as the following,

y′ (xi) =
y (xi + ∆x)− y (xi −∆x)

2∆x

y′′ (xi) =
y (xi + ∆x)− 2y (xi) + y (xi −∆x)

∆x2

3



where, xi = a + i∆x, 0 ≤ i ≤ N + 1, and b − a =
(N + 1) ∆x. Addition and subtracting the above two
equations and neglecting terms involving higher orders of
∆x, we get the following approximations for the deriva-
tives of y (x) at xi.

Replacing the derivatives of y (x) by the above approx-
imations and evaluating the equation at the different
nodes xis, we arrive a set of N linear equations with
N unknowns y (x1) , y (x2) , . . . y (xN ).

Using this approach, compute an approximate solution
for y (x) for the following differential equations over the
interval x ∈ [0, 1].

(a) y′′ (x) = −x
(b) y′′ (x) + y′ (x) = x

Solve these equations for different values of ∆x, and
compare the resulting approximate solution for y (x) with
the exact solution. Present your results as a plot the so-
lution y (xi) versus xi.

Comment on the dependence of the solution (x) on ∆x.
What is the best value for ∆x to use in solving these
equations?

35. Connectivity matrices. Another common application
of matrices is in graph theory. A graph is a set of ver-
tices or nodes connected by edges, as show in the fol-
lowing figure. A-F are the nodes of the graph, and the
lines with the arrows are the edges that convey informa-
tion about the connections or relationships between the
nodes.

The above graph can be thought as a representation of
different places in a city (represented by the nodes), and
the lines with the arrows represent the roads connect-
ing these different places. A line with two arrows allow
two-way traffic, while line with single arrow only allow
one way traffic. The connectivity between the different
places can be summarized though the connectivity ma-
trix C ∈ Rn×n, where n is the number of nodes in the
graph. The elements of this connectivity matrix repre-
sents whether or not there is a direct path between two
places.

cij =

{
1 there is a direct road between places i& j.

0 otherwise.

The diagonal element of C are zero, cii = 0.

Write down the connectivity matrix C for the graph
shown above. How can we use the matrix C to answer
the following questions? Explain exact matrix opera-
tion you would perform to answer these questions (Hint:
Consider higher power of C).

(a) Is there a path between two places i and j that
goes via one other place? For example, we can go
from A to D via B.

(b) How many paths are there between places i and j
that goes via three other places?

Matrix - Revolutions

36. Is there a relationship between the space of solutions to
the following two equations?

yTA = cT and Ax = b

If so, how are they related?

37. For a n × n square matrix A, prove that if AX = I,
then XA = I and X = A−1.

38. Consider the following electrical circuit with rectangular
grid of resistors R. The input to this grid is a set of
current injected at the top node as shown in the figure,
such that

∑5
k=1 ik = 0.

i1 i2 i3 i4 i5

Express the relationship between the voltages at the dif-
ferent nodes (represented by • in the figure) and the net
current flowing in/out of the node in the following form,
Gv = i. Where, G is the conductance matrix, v is the
vector of node voltages, and i is the vector representing
the net current flow in/out of the different node.

39. How many different reduced row echelon forms can a
matrix A ∈ R4×5 have? Hint: Think in terms of basic
and non-basic columns.

40. Prove the following for the non-singular square matrices
A and B:

(a) AB is non-singular.

(b)
(
A−1

)−1
= A.

(c) (AB)
−1

= B−1A−1

(d)
(
AT
)−1

=
(
A−1

)T
41. Write down a basis for the four fundamental subspaces

of the following matrix,

A =


1 2 −3 4 −1 0
4 8 12 −8 2 1
2 3 2 1 −2 0
−3 −1 1 −4 0 −1

1 −2 −1 0 0 0


42. Derive the inverse of the matrix A =

[
a b
c d

]
.

4



43. Consider the following upper-triangular matrix,

U =


u11 u12 u13 · · · u1n
0 u22 u23 · · · u2n
0 0 u33 · · · u3n
...

...
...

. . .
...

0 0 0 · · · unn


where, uii 6= 0, 1 ≤ i ≤ n. Do the columns of this
matrix form a linearly independent set? Explain your
answer.

44. Verify that A and B are inverses of each other,

(a) A = I− uvT and B = I + uvT /
(
1− vTu

)
(b) A = C − uvT and B = C−1 +

C−1uvTC−1/
(
1− vTC−1u

)
(c) A = I−UV and B = In + U (Im −VU)

−1
V

(d) A = C − UD−1V and B = A−1 +

A−1U
(
D−VA−1U

)−1
VA−1

where, A,B ∈ Rn×n, u,v ∈ Rn, U ∈ Rn×m, V ∈
Rm×n and D ∈ Rm×m.

45. Consider the matrices A ∈ Rm×m, B ∈ Rn×n and
C ∈ Rm×n. Verify the following,

(a)

[
A 0
0 B

]−1
=

[
A−1 0

0 B−1

]
46. Gaussian elimination does not change the solution of a

system Ax = b. Explain why the three row opera-
tions do not affect the solution of the system. Instead
of row operations, what if we performed column oper-
ations. Will the solution of the system Ax = b still
remain unchanged? If the solution is affected, how is it
affected by the following operations?

(a) Columns ai and aj of A are interchanged.

(b) Column ai is replaced by αai.

(c) Columns ai is replace by ai + βaj .

47. Ill-conditioned systems. A system Ax = b is said to
be ill-conditioned when small changes in the components
of A or b can produce large changes in the solution x.
Consider the following system,

x− y = 100

10 + (9 + ∆) y = 0

Find the solutions of the system for different values of
∆ = −2,−1, 0, 1, 2. How do the solutions change with
∆. Now consider the following system,

x− y = 100

10− (9 + ∆) y = 0

The second system is an example of an ill-conditioned
system. What can you say about the geometries of these
two systems?

Orthogonality

48. Consider an orthonormal set of vectors V =
{v1,v2, . . .vr} , vi ∈ Rn ∀i ∈ {1, 2, . . . r}. If there is
a vector w ∈ Rn such that vTi w = 0 ∀i ∈ {1, 2, . . . r}.
Prove that w /∈ span (V ).

49. Consider the following set of vectors in R4.

V =




1
−2

0
3

 ,


1
1
1
1

 ,


2
−1

1
4




Find the set of all vectors that are orthogonal to V ?

50. For a matrix A ∈ Rm×n, prove that C (A) ⊥ N
(
AT
)

and C
(
AT
)
⊥ N (A).

51. If the columns of a matrix A ∈ Rn×n are orthonormal,
prove that A−1 = AT . What is ATA when A is rect-
angular (A ∈ Rm×n) with orthonormal columns?

52. What will happen when the Gram-Schmidt procedure is
applied to: (a) orthonormal set of vectors; and (b) or-
thogonal set of vectors? If the set of vectors are columns
of a matrix A, then what are the corresponding Q and
R matrices for the orthonormal and orthogonal cases?

53. Consider the linear map, y = Ax, such that x,y ∈ Rn
and A ∈ Rn×n. Let us assume that A is full rank. What
conditions must A satisfy for the following statements
to be true,

(a) ‖y‖2 = ‖x‖2, for all x,y such that y = Ax.

(b) yT1 y2 = xT1 x2, for all x1,x2,y1,y2 such that
y1 = Ax1 and y2 = Ax2.

Note: A linear map A with the aforementioned properties

preserves lengths and angle between vectors. Such maps are

encountered in rigid body mechanics.

54. Prove that the rank of an orthogonal projection matrix
PS = UUT onto a subspace S is equal to the dim S,
where the columns of U form an orthonormal basis of S.

55. If the columns of A ∈ Rm×n represent a basis for the
subspace S ⊂ Rm. Find the orthogonal projection ma-
trix PS onto the subspace S. Hint: Gram-Schmidt or-
thogonalization.

56. Consider two orthogornal matrices Q1 and Q2. Is the
QT

2 Q1 an orthogonal matrix? If yes, prove that it is so,
else provide a counter-example showing QT

2 Q1 is not
orthogonal.

57. Let PS represent an orthogonal projection matrix onto
to the subspace S ⊂ Rn. What can you say about the
rank of the matrix PS? Explain how you can obtain an
orthonormal basis for S from PS .

58. Consider a 1 dimensional subspace spanned by the vector
u ∈ Rn. What kind of a geometric operation does the

matrix I− 2uuT

uTu
represent?

59. Prove that when a triangular matrix is orthogonal, it is
diagonal.
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60. If an orthogonal matrix Q ∈ Rn×n is to be parti-
tioned such that, Q =

[
Q1 Q2

]
, then prove that

C (Q1) ⊥ C (Q2).

61. Find an orthonormal basis for the subspace spanned by
 1
−1

2

 ,
−1
−1
−1

 ,
 1
−3

3

.

Matrix Inverses

62. Consider the following bases for R3.

AS =

 1√
3

1
1
1

 , 1√
6

−1
2
−1

 , 1√
2

 1
0
−1


BA =

 1√
5

2
1
0

 , 1√
5

−1
2
0

 ,
0

0
1


Where, XY is the basis X represented in another basis
Y ; S stands for the standard basis. Let bX stand for
the representation of vector in R3 in the basis X.

(a) Consider a vector bS =

−1
0
2

 represented in the

standard basis. What is the representation of bS
in the other four basis A, and B?

(b) Consider a vector dB =

−1
−1

0

 represented in the

basis B. What is the representation of this vector
in the standard basis?

63. When does the following diagnoal matrix have an in-
verse?

D =


d1 0 0 . . . 0
0 d2 0 . . . 0
0 0 d3 . . . 0
...

...
...

. . .
...

0 0 0 . . . dn


Write down an expression for D−1.

64. Prove that the inverse of a non-singular upper-triangular
matrix is upper-triangular. Using this show that for a
lower triangular matrix it is lower-triangular.

65. Consider a 2 × 2 block matrix, A =

[
B C
D E

]
, where

A ∈ Rm×m. Find an expression for the inverse A−1

interms of the block components and their inverses (if

they exist) of A. Hint: Consider A−1 =

[
P Q
R S

]
, and

solve AA−1 = I.

66. Express the inverse of the following matrix in terms of
A and b.

H =

[
A b
0 1

]
∈ R(n+1)×(n+1)

where, A ∈ Rn×n and b ∈ Rn.

67. Consider a matrix A ∈ Rm×n with linearly independent
columns. Prove that the Gram matrix ATA is invertible.

68. Find all possible left/right inverses for the following ma-
trices, if they exist.

(a) A =

[
1 1 1 1
−1 −2 −3 −4

]

(b) A =

1 −1 0 0 −2
0 0 1 0 3
0 0 0 1 −1


(c) A =

 1 2
−1 0
−3 4



(d) A =


1 1 1 1 1
1 2 2 2 2
1 2 3 3 3
1 2 3 4 5
1 2 3 4 5


For each of these matrices find the corresponding
pseudo-inverse A†, and verify that the pseudo-inverse
has the minimum squared sum of its components.

69. Prove that the inverse of a non-singular symmetric ma-
trix is symmetric.

70. Consider the scalar equation, ax = ay. Here we can
cancel a from the equation when a 6= 0. When can we
carry out similar cancellations for matrcies?

(a) AX = AY. Prove that here X = Y only when A
is left invertible.

(b) XA = YA. Prove that here X = Y only when A
is right invertible.

71. Consider two non-singular matrices A,B ∈ Rn×n. Ex-
plain whether or not the following matrices are invertible.
If they are, then provide an expression for it inverse.

(a) C = A + B

(b) C =

[
A 0
0 B

]
(c) C =

[
A A + B
0 B

]
(d) C = ABA

72. Consider the matrices A ∈ Rm×l1 and B ∈ Rl2×m. Can
you find the requirements for matrices A and B, such
that AXB = I, where X ∈ Rl1×l2? Assuming those
conditions are satisfied, find an expression for X?

73. Consider a matrix C = AB, where A ∈ Rm×n and
B ∈ Rn×m. Explain why C is not invertible when
m > n. Suppose m < n, under what conditions is
C invertible?

74. For a square matrix A with non-signular I − A, prove
that A (I−A)

−1
= (I−A)

−1
A.

75. Consider the non-singular matrices A, B and A + B.
Prove that,

A (A + B)
−1

B = B (A + B)
−1

A =
(
A−1 + B−1

)−1
6



Eigenvalues and Eigenvectors

76. Explain why an eigenvector cannot be associated with
two eigenvalues.

77. What are the eigenspaces associated with the diagonal
matrix D = diag (d1, d2, . . . dn)?

78. If a matrix A has zero as one of its eigenvalues, explain
why A must be singular.

79. For a matrix A with eigenvalues {λi}ni=1, verify for
the following matrices that Πn

i=1λi = det (A) and∑n
i=1 λi = trace (A).

(a)

[
1 1
2 1

]

(b)

 1 0 −1
−1 1 0

2 1 1


(c)

[
1 1
0 1

]

(d) 1
5

1
0
2

 [1 0 2
]

80. Let {λi,vi}ni=1 be the eigenpairs of a matrix A. Then
prove that,

(a)
{
λki ,vi

}n
i=1

are the eigenpairs of Ak.

(b) {p (λi) ,vi}ni=1 are the eigenpairs of p (A), where
p (A) = α0I + α1A + . . .+ αkA

k.

81. Prove that if {λi,vi}ni=1 are the eigenpairs of a matrix

A, then the eigenpairs of Ak are
{
λki ,vi

}n
i=1

.

82. Consider the matrices A =

[
1 1
0 1

]
, B =

[
2 0
1 1

]
. Are

the eigenvalues of AB equal the eigenvalues of BA?

83. Consider the matrices A and B. If v is an eigenvector
B, underwhat condition will v also be the eignevector of
AB. Under these conditions, what will be correspond-
ing eigenvalue of v? How do your answers change in the
case of BA?

84. Let {λi,vi}ni=1 are the eignepairs of a matrix A. What
are the eigenpairs of the folliowing?

(a) 2A

(b) A− 2I

(c) I−A

85. Let A =

[
0.6 0.2
0.4 0.8

]
. What is the value of: (a) A2

(b) A100 (c) A∞?

86. Show that u ∈ R2 is an eigenvector of A = uvT . What
are the two eigenvalues of A?

87. Consider two similar matrices A and B. Prove that the
eigenvalues of A and B are the same. How are the eigen-
vectors of A and B related to each of other for a given
eigenvalue?

88. Find the eigenvectors of the following permutation ma-

trix A =

0 1 0
1 0 0
0 0 1

.

89. Left eigenvectors: Consider a matrix A with eigenpairs
{λ1,vi}ni=1. The left eigenvectors of the matrix A are
the vectors that satisfy the equation, ATw = µw (or
wTA = µwT ), and let {µi,wi}ni=1 be the left eigen-
pairs of A. Show the following,

(a) The eigenvalues of both A and AT are the same.

(b) vTi wj = 0. The eigenvector vi corresponding to
the eigenvalue λi and the left eigvenvector wj cor-
responding to the eigenvalue λj are orthogonal,
when λi 6= λj .

(c) The matrix A can be expressed as a sum of rank-
one matrices,

A = λ1v1w
T
1 + λ2v2w

T
2 + . . .+ λnvnw

T
n

90. Prove that AAT has real and positive eigenvalues, and
that the eigenvectors corresponding to distinct eigenval-
ues of AAT are orthogonal.

91. If {λi,vi}ni=1 are the eigenpairs of a non-singular ma-

trix A, the prove that
{
λ−1i ,vi

}n
i=1

are the eigenpairs

of A−1.

92. A matrix A is called nilpotent if Ak = 0 for some finite
positive integer k. Prove that the trace (A) = 0 for a
nilpotent matrix A. What are all the eigenvalues of such
a matrix?

Positive Definite Matrices and Matrix Norm

93. Prove that ATA is positive semi-definite for any matrix
A. When is ATA guaranteed to be positive definite?

94. If A is positive definite, then prove that A−1 is also
positive definite.

95. Show that a positive definite matrix cannot have a zero
or a negative element along its diagonal.

96. Show that the following statements are true.

(a) All positive definite matrices are inverstible.

(b) The only positive definite projection matrix is I.

97. Is the function f (x1, x2, x3) = 12x21+x22+6x23+x1x2−
2x2x3 + 4x3x1 positive definite?

98. The LU decomposition for symmetric matrices can be
written as A = LTDL, where D is a diagonal ma-
trix, and L is lower triangular with 1 along its main
diagonal. When A is postive definite, we can write,
A = CTC = LT

√
D
√
DL. This is the Cholesky de-

composition. Find C for the following,

(a)

[
4 1
1 2

]

(b)

4 1 0
1 8 0
0 0 2


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99. Prove the following for A ∈ Rm×n:

A =
[
a1 a2 . . . an

]
=


ãT1
ãT1

...

ãTm


(a) ‖A‖1 = max1≤i≤n ‖ai‖1
(b) ‖A‖∞ = max1≤i≤m ‖ãi‖1
(c) ‖A‖2 = max1≤i≤n |λi|, where λi are the eigenval-

ues of ATA.

(d) ‖A‖F = trace
(
ATA

)
100. Prove that the induced norm of a matrix product is

bounded: ‖AB‖ ≤ ‖A‖ ‖B‖.

101. Verify the following inequalities on vector and matrix
norms (x ∈ Rm and A ∈ Rm×n):

(a) ‖x‖∞ ≤ ‖x‖2
(b) ‖x‖2 ≤

√
m ‖x‖∞

(c) ‖A‖∞ ≤
√
n ‖A‖2

(d) ‖A‖2 ≤
√
m ‖A‖∞

102. Find an expression for the induced 2-norm of an outer
product, A = uvT , where u ∈ Rm and v ∈ Rn.

Singular Value Decomposition

103. For a square A ∈ Rn×n, the SVD tells us how a unit
sphere in Rn is distorted by the linear transformation
performed by A. This degree of distortion can be quan-
tified using the singular values of A, which is the 2-norm
condition number,

κ =
σ1
σn

(a) Explain why κ ≥ 1?

(b) What is condition number of a singular matrix?

(c) If A is non-singular, show that κ = ‖A‖2
∥∥A−1∥∥

2

(d) Condition numbers can also be defined based on
other p-norms. The general p-norm condition num-
ber is given by, κp = ‖A‖p

∥∥A−1∥∥
p
. Evaluate the

1-norm, 2-norm and ∞-norm condition numbers
for the following matrices. How do these num-

ber compare with each other? (i) A =

[
1 0
0 1

]
;

(ii) A =

[
1 −1

10 −9

]
; (iii) A =

[
1 5
−1 1

]
.

(e) Conditions numbers play an important role in
practice. We had earlier an example of
an ill-conditioned system Ax = b (problem
47). Consider the following systems, where:

(i) A1 =

[
1 −1

10 −9

]
; and (ii) A2 =

[
1 −10
1 10

]
.

For b =

[
10
0

]
, what are the solutions x1

(
= A−11 b

)
and x2

(
= A−12 b

)
?

Suppose there is an error in the measurement of b,

and we have b̃ =

[
9
1

]
. The relative error in b is

given by δb =
‖b−b̃‖

2

‖b‖2
. What are the new solutions

x̃1 and x̃2?

Calculate δx1 and δx2, the relative errors in x1 and
x2, respectively? How do these compare to δb?

Note: Through this problem, you should be able to
see that an ill-conditioned system has a large condi-
tion number, which can amplify error and thus lead
to large uncertainty in the solutions.

104. Consider a system S, which when probed with a test sig-
nal x (t), and the system responds with an output signal
y (t). The experiment is repeated M times on the system
by repeatedly applying the text signal to th system and
the response of the system is sampled y [n] and recorded
for a for a fixed duration of time 0 ≤ n ≤ N . An ex-
ample of the response of the system for the different
experiments are shown below (N = 100),

We know from the physics of the system that the system
response to the test signal for the jth experiment given
is given by ,

yj [n] =

K∑
i=1

wjiφi [n] + νj [n]

where, n is time index; N is the number of data points
recorded on each experiment; φi [n] , 1 ≤ i ≤ K are
characteristic signals of the system; wji are the weights
that determine the amount of the φi present in the out-
put yj for the jth experiment; and νj [n] is measurement
noise present in the jth experiments. Additionally, we
also know that

φTi φj =

N−1∑
l=0

φi [l]φj [l] =

{
0 i 6= j

1 i = j

Data from one such experiment is provided in the CSV
file (trigexpt.csv) which contains an array of data where
the rows correspond to system response for the different
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experiments, and the columns correspond to different
time index. Using this data identify the different charac-
teristic signals φi for the system, along with the weights
wji for the different experiments. You must also ensure
that the data is explained with least number character-
istic signal, i.e. K should be as low as possible. Explain
how you chose K.

Least Squares

105. The least square approximate solution to problem Ax =
b,A ∈ Rm×n is obtained by minimizing the following
objective fucntion,

O (x) = ‖Ax− b‖2 =

m∑
i=1

(
ãTi x− bi

)2
If the the objective function was defined differently,
where the different components were given different
weights for the different terms,

Ow (x) =

m∑
i=1

wi
(
ãTi x− bi

)2
This is the weighted least squares. Find the expression
for the approximate solution of the weighted least squares
problem.

106. Consider a matrix A ∈ Rm×n with independent columns.
There is no matrix X, such that AX = I. Find an ex-
pression for the matrix X, such that ‖AX− I‖2 is min-
imum. Hint: Consider the individual columns of X and
I.

107. Consider the following polynomial equation,

y =

n∑
i=0

βix
i, x, y, βi ∈ R

This expression is linear in the polynomial coefficients.
Fitting a polynomial to data can be done through a linear
least square procedure. Conisder a set of measurements
{(xl, yl)}ml=1. We are interested in fitting a polynomial
that fits this data, such that the difference between the
polynomial and data is as low as possible.

y1
y2
...
ym

 =


1 x1 x21 . . . xn1
1 x2 x22 . . . xn2
...

...
...

. . .
...

1 xm x2m . . . xnm



β0
β1
β2
...
βn


y = Xβ

X is called the Vandermonde matrix. To estimate β
through a least squares procedure, X must have inde-
pendent columns. Prove that for a set of different xis
the Vandermonde matrix has independent columns.

You are provided with CSV format data file (polyfit.csv)
containing data {(xl, yl)}ml=1, to which you are required
to fit a polynomial function. The choice of the order of
the polynomial is up to you. This can be come from a pri-
ori knowledge of the system from which data is collected,
or it can be decided based on eyeballing the scatter plot
between xi and yi.

(a) Data fitting error: Fit polynomials of orders 0 to
10 to the given data, and for each order determine
the data fitting error.

en =
∥∥∥Xβ̂ − y

∥∥∥
Plot en versus the polynomial model order n. You
should observe the fitting error to monotonically
decrease as a function fo n. Why is this? Can en
ever be zero?

(b) Model validation: Even though increasing the
polynomial order decreases the data fitting error,
this is not always desirable. Given that noise in
ubiquitous in all measurements, increasing model
order will result in a polynomial that not only fits
the general trend in the data, but also the observed
measurement noise. Thus, the optimal choice for
the model order is determined through a validation
procedure, where the data is split into two sets -
training set and a testing set. In order to under-
stand this, you are required to:

i. Split your data D into two sets of size 80% and
20%, corresponding to the training Dtrain and
testing Dtest sets; these percentages are arbi-
trary. Split you data randomly, such that each
data entry is randomly assigned to Dtrain and
Dtest.

ii. Fit the polynomial model of a particular order
to Dtrain. Let the model parameters obtained
be β̂. The validation error for this model is
defined as the following.

evaln =
∥∥∥Xβ̂ − y

∥∥∥
where, X and y comes from the test data set
Dtest. Estimate the validation error for differ-
ent models order 0 to 10, and plot evaln versus
the polynomial model order n. How is this plot
different from the plot en versus n? What is
the optimal choice for the model order based
on the validation procedure?

(c) Regularized data fitting: Instead of minimzing

‖Xβ − y‖2 of the data, now fit a model that min-

imizes, ‖Xβ − y‖2 + λβTβ, where λ ≥ 0. In this
particular case fit the model order to a high value
(e.g. 10) and the entire data set D. Perform the
data ditting procedure for different values of λ. Plot
‖Xβ − y‖ verus λ. Compare the values of β̂ for the
different values of λ and compare these to your op-
timal choice of model parameters from the previous
question.

108. Consider a time series x = {x0, x1, . . . xN−1} consisting
of N data points, where n indicates time index. The time
series is corrupted by noise, and we are interested in fil-
tering the time series to obtain a smooth estimate of the
the general trend in the time series. This can be posed
a problem of estimating a new time series x̂, such that
the difference x − x̂ is minimized and x̂ is smooth, i.e.
the adjacent values of the signal do not change abruptly.

O (x̂) =

N∑
i=1

(xi − x̂i)2 + λ

N−1∑
i=2

(2x̂i − x̂i−1 − x̂i+1)
2
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If x and x̂ are considered as N -vectors, then this can eb
written as

O (x̂) = ‖x− x̂‖2 + λ ‖Dx̂‖2

You are provided with a CSV data file (timeseries.csv)
consisting of a time series. Filter this time series by min-
imizing O (x̂) for different values of λ. Plot x and x̂
for different values of λ. What role does λ play in the
minimzation problem?

109. Consider the following resistive network, where the hor-
izontal resistors have resistnce of Rh = 1Ω and the
vertical resistors have a resistance of Rv = 2Ω. You
goal is to determine a set of currents in the i =[
i1 i2 . . . i16

]T
, so as to acheive a particular dis-

tribution of potentials at the different nodes of the net-
work. Node that we have control only over the currents
at the edge nodes, and in the internal nodes the current
is zero, i.e. i6 = i7 = i10 = i11 = 0.

i1 i2 i3 i4

i12

i5

i16 i15 i14 i13

i9

i8

v1 v2 v3 v4

v8 v7 v6 v5

v9 v10 v11 v12

v16 v15 v14

v13

Rh

Rv

Let v =
[
v1 v2 . . . v16

]
represent the vector of po-

tential distributions in the network. Then determine i
such that ‖vT − v‖2 is minimized for the followingde-
sired potential distribution (Note that the potentias are

arragned in a matrix Vmap =


v1 v2 v3 v4
v8 v7 v6 v5
v9 v10 v11 v12
v16 v15 v14 v13



(a) Vmap =


1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4



(b) Vmap =


2 2 2 2
2 1 1 2
2 1 1 2
2 2 2 2



(c) Vmap =


1 1 1 1
0 0 0 0
0 0 0 0
1 1 1 1


for some desired potential distribution vT , subject to the
constraint

∑16
k=1 ik = 0.

110. Trialteration is a process of determining the position

x =
[
x1 x2

]T
of a point P given the distance of

the point from a N control points of known locations
a1,a2, . . .aN . At any given point in time n, we have N
different measurements corresponding to the distance of
the point P from the N control points, i.e.

dn =
[
dn1 dn2 . . . dnN

]T
where, d2ni = ‖xn − ai‖22 for all 1 ≤ i ≤ N .

dn1

dn2
dn3

dn4

dn5

•a1

•
a2

•a3

•a4

•a5

•
xn

xn are nonlinear functions of the measurements and the
control point locations. However, taking the difference
between two squared distance measurements d2j and d2i
results in linear equations in the unknown coordinates,

(ai − aj)
T
x =

(
d2j − ‖aj‖

2
2

)
−
(
d2i − ‖ai‖

2
2

)
2

Consider the point P that moves with time; xn ∈ R2 rep-
resents the location of the point at time instant n. The
distance of this point from a set of 50 different control
points is given to you in a CSV data file (trilatdist.csv);
the data rows correspond to distance measurements from
the different control points at a given point in time, while
the colums correpond to the distance of the point from a
particular control point for all time. The locations of the
50 control points are available in a separate fileCSV file
(trilatctrlpos.csv). Each of these distance measurements
is affected by noise. You aim is to use these distance
measurements to reconstruct the trajecotry of the point
xn as a function of time.

(a) What is the minimum number of distance measure-
ments you need to estimate the unknown coordi-
nates of the point x?

(b) You are provided the actual trajectory of point P
in the file trilatactpos.csv. How does you estimate
compare with that of the actual trajectory? If we
are informed that the point P does not undergo
large changes in position between two consecutive
time instants n− 1 and n, how would you use this
information to improve your estimate?

Experiments, Sample Spaces, and Probability

111. Verify the following identities:

(a) A−B = A ∩Bc

(b) B −A = B ∩Ac

(c) (A−B) ∪ (B −A) = (A ∪B)− (A ∩B)

(d) (A−B) ∩ (B −A) = ∅
(e) B = (B ∩A) ∪ (B ∩Ac)

112. Using the axioms of probability prove the following state-
ments:

10



(a) P (Ac) = 1− P (A)

(b) P (A ∪B) = P (A) + P (B)− P (A ∩B)

(c) If the sample space S = {o1, o2, . . . oN} of an ex-
periment has N possible outcomes, all of which are
equiprobable, then P (oi) = 1

N .

113. Given two events A and B, and the probabilities P (A),
P (B) and P (A ∩B). Find the probability of the fol-
lowing events in terms of these given probabilities:

(a) Either A, B, or both.

(b) Either A or B, but not both.

(c) Neither A nor B.

(d) P (A−B)

(e) P (B −A)

(f) P ((A−B) ∪ (B −A))

(g) P ((A−B) ∩ (B −A))

114. Let {Ai}ni=1 be events of an experiment. Prove the fol-
lowing:

(a) P (
⋃n
i=1Ai) ≤

∑n
i=1 P (Ai).

(b) P (
⋂n
i=1Ai) ≥ 1−

∑n
i=1 P (Ai)

115. Consider a game of darts where a day is thrown at a
board as shown in the above figure.

Dart Board

The points corresponding to the different regions are:
Brown: 1 point, Violet: 2 points, Blue: 3 points, and
Gray: 4 points, and let Ai represetn the area of the re-
gion correponding to point i, adn A =

∑4
i=1Ai is the

total area of the dart board. Lets assume that every dart
thrown always lands on the dart board.

The sample space this experiment is S = {1, 2, 3, 4}.

(a) Enumerate all possible events for this experiments.

(b) We assume that the probability of obtaining i points
P (i) on a trial is proportional to the area of the re-
gion corresponding to i points on the dart board.

P (i) =
Ai
A
, i ∈ S

Is this a valid probability assignment process? i.e.
does this probability assignment satisfy the axioms
of probability?

116. Use of counting methods in statistical mechanics:
The statitical behavior of particles in space can be de-
scribed in abstract terms as a problem of placing a set
of np distinguishable/indistinguishable particles in a set
of distinguishable cells nc.

Maxwell-Boltzman statics: Distinguishable partcles
in cells

(a) Consider three distinguishable particles p1, p2, p3
(np = 3) that are to be placed in three cells
(nc = 3). Any number of particles can occupy a
particular cell. Write down the sample space of
this experiment.

(b) Assuming that a particle is equally likely to occupy
any cell, and with nc ≥ np, what is the probability
that for a set of np preselected cells, each one will
be occupied by one and only one particle?

Bose-Einstein statics: Indistinguishable partcles in
cells

(a) Consider three indistinguishable particles (np = 3)
that are to be placed in three cells (nc = 3). Any
number of particles can occupy a particular cell.
What is the sample space of this experiment?

(b) Assuming that each distinct arrangement of the
sample space is equally likely, what is the proba-
bility that each of the three cells have one particle
each?

(c) In the general case of nc ≥ np, what is the proba-
bility that for a set of np preselected cells, each one
will be occupied by one and only one particle?

Fermi-Dirac statics: Placing atmost one partcle in
a cell

(a) If we are only allowed to place one indistinguish-
able particle in a cell, then for nc ≥ np, find out
the probability of Consider three indistinguishable
particles (np = 3) that are to be placed in three
cells (nc = 3). Any number of particles can occupy
a particular cell. What is the sample space of this
experiment?

(b) Assuming that each distinct arrangement of the
sample space is equally likely, what is the proba-
bility that each of the three cells have one particle
each?

(c) In the general case of nc ≥ np, what is the proba-
bility that for a set of np preselected cells, each one
will be occupied by one and only one particle?

117. Find the probabilities for the various configurations of
the birthdays of 30 people born in a leap year.

118. Consider a town of n+1 inhabitant. A person converys a
piece of information to a second person, who repeats it to
the third person etc. At each step, the person to whom
the information is conveyed is chosen randomly from the
n other inhabitants. What is the probability that if the
information is conveyed r times: (a) the information re-
turning to originator; (b) the information being repeated
to any person. If the message is broadcast to m < n
people at each step, what is the probability of the in-
formation being boardcast to a person that has already
received the information?

119. Consider a web-sever that receives one of two types of
data packets from its clients: (a) service request (SR);
or (b) service acknowledgement (SA). Assume a simple
model where we segment time into short interval ∆, such
that there can only be one or zero service requests in this
time window. We can reasonably assume that the arrival
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of a service request in the different observation intervals
are independent events. After extensive experimentation
it has been ascertained that pr and pa are the probabil-
ities of receiving a SR and SA, respectively, in any time
interval ∆.

(a) For a chosen time window of 3∆, enumerate the
entire sample space.

(b) For a given observation window of T = n∆,
0 < n ∈ Z, what is the probability of obtain-
ing n1 SRs, n2 SAs, and n3 no data packets
(n1 + n2 + n3 = n)?

(c) If we start monitoring the point from time t = 0.
What is the probability that the first SA will be
received at t = n∆, 0 < n ∈ Z?

120. How many distinct permutations are there of four red
balls, two white balls, and three black balls?

121. You are given an text file in ASCII format (textdata.txt)
which contains a several paragraphs of text. The
text contains English alphabets (lower and uppe-case),
spaces, newline characters, full-stop (.), numerical char-
acters (0-9), and special characters (-, ,̈ ,́ & etc.). Using
this text as a sample, determine the answers to the fol-
lowing questions:

(a) If we were to carryout an experiment to randomly
sample a character from this text, enumerate the
complete sample space of the this experiment. How
many elements does this sample space have? If in-
stead, we were to two sample two characters inde-
pendenty (with replacement), what would be size
of this sample space?

(b) If we sample a single character c1 from this text,
what is the probability of obtaining the different el-
ements of the sample space (P (c1))? Present your
results as a table of probabilities.

(c) Consider an experiment where two consecutive
characters (c1c2) are drawn from the text. If the
first character c1 is known, determine P (c2|c1) for
all possible c1 and c2.

(d) If we randomly choose a three letter word from this
text, enumerate the sample spacce for this exper-
iment. What are the three most probable words?
We are told that the first character of the three
letter word is ‘f’. What is the most probable three
letter word in this case? What would be the most
probable three letter work if if you are also told that
the second is ‘i‘?

122. Consider two sets A and B, such that |A| = n and
|B| = m. How many different functions are there from
A to B? If |A| = |B| then how any one-to-one functions
are there from A to B?

123. A group of 42 dices are thrown together. What is prob-
ability that 2, 4, 6, 8, 10, and 12 dices turn up 1, 2, 3,
4, 5, and 6, respectively?

Conditional Probability & Independence

124. Show that the conditional probability P (A|B) satisfies
the axioms of probability.

(a) 0 ≤ P (A|B) ≤ 1

(b) P (S|B) = 1

(c) If A ∩ C = ∅, then P (A ∪ C|B) = P (A|B) +
P (C|B).

125. Show that:

P (A ∩B ∩ C) = P (A|B ∩ C)P (B|C)P (C)

126. A clinical test T is used for testing for the pres-
ence/absence of three clinical conditions C1, C2, C3.
The sensitivity (true positive rate) and specificity (true
negative rate) of the test for the three clinical conditions
are,

Sensitivity Specificity
C1 0.9 0.3
C2 0.75 0.1
C3 0.87 0.22

Table 2: Sensitivity and specificity of T for the different clin-
ical conditions.

We also know from previous studies that prevalence of
C1, C2, and C3 in the population is 2%, 5%, and 1% re-
spectively. If a person visiting a hosipital for symptoms
that indicate C1, C2, or C3 tests positive on T , which of
three conditions is he/she most likely to have?

127. (Acceptance Sampling) We have received a batch of
50 ICs. We are willing to accept this batch only if at
most 5% of the ICs are defective. Testing every IC is
not possible due to time constraints. So we sample 10
ICs at random without replacements and find that none
of the ICs are defective. What is the probability that
the current batch is a good batch given that here are 0
defective ICs among the 10 that were tested?

128. Two players A and B toss a coin one after the other
independently. The first player to get a head wins. If A
starts with the first toss:

(a) What is the probability that A wins the games if
the prob. of getting a head for the coin is p?

(b) What is the probability that A wins the game if the
coin is fair

(
p = 1

2

)
?

(c) Show that the probability of A winning is always
greater than 1

2 for all 0 < p < 1.

129. Prove the following.

(a) If P (B) = 1, then P (A|B) = P (A).

(b) If A ⊂ B then P (B|A) = 1 and P (A|B) = P (A)
P (B) .

(c) If A and B are mutually exclusive, then

P (A|A ∪B) =
P (A)

P (A) + P (B)

130. Show that if P (A|B) ≤ P (A) then P (A|Bc) ≥ P (A).
Given an intuitive explanation of this mathemtical fact.

131. A family hs three children names A, B, and C. Is the
event A is older than B independent of the event A is
older than C ? Find the probability that A is older than
B given that A is older than C.

132. Is it possible for an event A to be independent of itself?
If yes, when is this the case?
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133. If the events A1, A2, . . . An are independent with
P (Ak) = pk, then find the probability that none of these
events occur. Show that this probability p ≤ e−

∑
k pk .

134. Consider an random experiment where two dices are
thrown, and the following three events are defined:

• Event A: Odd face on the first die.

• Event B: Odd face on the second die.

• Event C: Sum of the two faces is odd.

Are the events pairwise independent? Are all three event
independent?

135. An experiment of throwing a dice 10 times produced at
least one ace (face showing a single dot). What is the
probability of two or more aces?

Random Variables, and Probability Distribu-
tions

136. Consider a large binary file is read by a program a nibble
(four bits or a hexadecimal character) at a time. Assum-
ing the contents of the file to be random, what is the
sample space of the this experiment? If the probability
of each bit being a 0 or 1 is equally likley in each hexdec-
imal character, find the probability elementary events of
this sample space. Consider a r.v. x which maps the el-
ements of the sample space to their corresponding dec-
imal values. Enumerate the set of all possilbe values
of x. Determine the probability mass fx (x) and cum-
mulative distribution Fx (x) functions. Now, assuming
that most-significant bit of each nibble is four-times more
likely than the rest three bits, determine the new fx (x)
and Fx (x).

137. Find the probability distribution function Fx (x) for a
mixed random variable x with density function,

fx (x) =

{
0, x < 0
1
2e
−x + 1

4

∑∞
i=0

(
1
2

)i
δ (x− i) , x ≥ 0

Both mixed and discrete r.v.s have step disconinuities in
their distribution functions. If we are given distribution
function, can you indentify if the r.v. is a discrete or
mixed r.v.? Explain your answer.

138. Consider two distribution functions Fx and Fy of r.v.s x
and y repsectively.

(a) Let us assume that Fx (u) < Fy (u) , ∀u. Then
prove that for a given nuber u, P (x > u) >
P (y > u).

(b) If Fx (u) = Fy (u) , ∀u < u0 and Fx (u) >
Fy (u) , ∀u ≥ u0. Then what can you say about
the relationship between P (x > u) and P (y > u)?

139. Prove that the following functions can be probability dis-
tribution functions:

(a) 1− e−x, x ∈ (0,∞)

(b) 1
2 + 1

π tan−1 (x), x ∈ (−∞,∞)

(c) e−e
−x

, x ∈ (−∞,∞)

140. The p percentile of a random variable x is defined as the
the minimum number xp, such that Fx (xp) = p. If the
density function fx (x) is symmetric about the value µ,
then show that,

(a) x1−p = 2µ− xp
(b) If P (µ− a < x ≤ µ+ a) = 1 − α, then a =

µ− xα/2 = x1−α/2 − µ.

141. Poisson Approximation Consider a packet transmission
protocol where data packets of a fixed size are streamed
at a constant rate of 100 packets per second. The
chances of receiving an erroneous packet in 1 in every
1000 packets. What is the probability of receiving 5 er-
roneous packets over a period of 20 seconds? After eval-
uating the probability using the Bionomial distribution,
determine the probability using the Poisson distribution
assuming λ = 1

1000 .

142. Suppose x and y be two random variables associated
with an experiment, such that P (x = y) = 1. This
mean that x and y always take on the same value.

(a) Do x and y have the same PMF?

(b) Is it possible for x and y to be independent?

143. Let x be the number of heads in 1 fair coin tosses. Find
the condition PMF of x, given that

(a) the first two tosses land heads.

(b) at least two tosses land heads.

144. Memoryless property Geometric distribution has an in-
teresting property of being “memoryless”, i.e for integers
n2 > n1,

P (x > n2 |x > n1) = P (x > n2 − n1)

This means that the probability of getting an additional
n2 − n1 failures after knowing that n1 failures have al-
ready occured is the same as obtaining n2 − n1 failures
at the start of the experiment. The probability mass
function of the Gemoetric distribution is defined as,

P (x = n) = p (1− p)n−1 , n > 0

Using this, demonstrate that the Geometric distribution
is “memoryless”.

Another distribution that shares this property is the Ex-
ponential distribution. Exponential distributions are use-
ful in modeling lifetimes of components.

fx (x) = λe−λx, x ≥ 0

Show that, for two real numbers t2 > t1 > 0,

P (x > t2 |x > t1) = P (x > t2 − t1)

145. Exponential family Many of the commonly encountered
pdfs1 and pmfs2 belong the to exponential family. The
exponential family consits of pdfs and pmfs which can
be expressed as the following,

fx (x;θ) = h (x) c (θ) exp

(
k∑
i=1

wi (θ) ti (x)

)
1Probability Density Functions
2Probability Mass Function
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where, h (x) ≥ 0 and t1 (x) , t1 (x) , . . . tk (x) are real-
valued funtions of the observation x and do not de-
pend on the parameters of the pdf/pmf θ. c (θ) ≥ 0
and w1 (θ) , w2 (θ) , . . . wk (θ) are real-valued functions
of only the parameters θ and do not depend on x. Find
the functions h (x), c (θ), ti (x), and wi (θ) for the fol-
lowing pdfs/pmfs, which are part of the exponential fam-
ily of distributions.

(a) Normal distribution

(b) Gamma distribution

(c) Binomial distribution

(d) Poisson distribution

The exponential family bring under a common umbrella
a wide range of pdfs nd pmfs commonly encountered in
practice, and play an important role in statistical analy-
sis.

146. Consider a sample space S, and two r.v.s x and y de-
fined on S, such that, x (ζ) ≤ y (ζ) , ∀ζ ∈ S. Show
that Fx (z) ≥ fy (z) , ∀z.

147. If P (A |x = x) = P (B |x = x), for all x ≤ x0, then
shown that P (A |x ≤ x0) = P (B |x ≤ x0).

148. Consider a coin which is tossed n times. The probability
of getting a head is unknown, and we consider that to
be a random variable p which could assume values in
the interval [0, 1]. Since we do not have any prior in-
formation about p we assume that fp (p) is a uniform
distribution over the interval [0, 1]. In the n coin tosses,
if we obtain a sequence with k heads how would you use
this new experimental data to update fp (p)?

149. Two movie theatres compete for the business of 1000
customers. Assume that each ustomer chooses between
the movie theatres independently and with indifference.
Let N denote the number of seats in each theatre. Us-
ing a bionomila model, find an expression for N that will
guarantee that the probability of turning away a customer
(because of a full house) is less than 1%.

Functions of random variables and Expectation

150. Find the pdf of r.v. y for the following cases,

(a) y = g (x) = 3.1x+1.25 ; fx (x) = 1√
2π

exp

(
− x2

2

)
;

(b) y = g (x) = |x| ; fx (x) = 1√
2π

exp

(
− x2

2

)
;

(c) y = g (x) = |cosx| ; fx (x) =

{
1
2π −π < x ≤ π
0 o.t.

.

Verify each of these cases through simulated data by
comparing the transformed pdf with the analytical one.
You can do this through the following steps:

i) Generate a set X = {xi}Ni=1 of realizations of the
r.v. x with pdf fx (x).

ii) Apply the transformation g (•) to the set X to ob-

tain Y = {yi}Ni=1 = {g (xi)}Ni=1.

iii) Plot the histogram of Y along with the analytical
expression for fy (Note: You might have to play
around with the bin sizes to get the appropriate
shape for the histograms).

151. Consider a r.v. x with the following pdf,

fx (x) =


x+ 1 −1 ≤ x ≤ 0

−x+ 1 0 < x ≤ 1

0 |x| > 1

Find a monotonic transformation g (x) such that the
transformed r.v. y = g (x) has a pdf of fy (y).

152. Transforming from fx to uniform distribution. Prove
that for a given r.v. x ∼ fx (x), the transformation
y = Fx (x) will result in a r.v. y having a uniform prob-
ability density function.

Transforming from a uniform distribution to fy.
Prove that a r.v. x with uniform distribution, the trans-
formation y = F−1y (x) will result in a r.v. y having a
pdf fy (y).

Transforming from fx (x) to fy (y). Prove that a
r.v. x ∼ fx (x) can be transformed to another r.v.
y ∼ fy (y) by choosing a transformation y = g (x) =
F−1y (Fx (x)).

153. Consider a sequence of independent tosses of a biased
die, with the probability of the number i turnining on the
top face of the die is pi, 1 ≤ i ≤ 6. We are interested in
a r.v. x defined as the longest run of the same number
turning up on the top face of the die starting from the
first trial (e.g. x = 2 for iij · · · , 1 ≤ i ≤ 6 and i 6= j).
What is fx (x) and E (x)?

154. Two teams are playing a best of 7-game series; the match
ends as soon as either team has won 4 games. Each can
only result in a win or a loss for a team, and there are
no ties. What is the expected value and the variance of
the number of games that will be played?

155. A group consists of 180 married couples. This group is
split into teams of 3 people. What is the expected num-
ber of teams with married couples, if all possible splits
are equally likely?

156. A random right-angled triangle is constructed with a
fixed base b, but with random heights, represented by the
random variable h. The angle opposite to the height of
the triangle is an uniform random varianble x ∈ [0, 0.5π).
What is E (h)?

157. Find the expected value and variance of geometric, neg-
ative bionmial, and hypergeometric random variables.

158. A biased coin is tossed and its first outcome is noted.
Following this, the coin is tossed until the complement of
the first outcome is obtained. This completes a complete
trial for this experiment. Let x represent the number of
tosses in a trial. Show that E (x) = p

q + q
p .
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