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Transformation of random variables

>

We are often interested in functions of random variables and their probability

distributions.

Consider a random variable x : S +— R with a know pdf or pmf. A function of the r.v.

X, represented as g (x), is another rv. y = g (x) : S — R.

For any given run of the random experiment with outomes (, the value assumed by y

can be obtained from the values assumed by x, i.e y = g (z) = g (x({)) =y ({).

Can we obtain the probability distribution of y using our knowledge of fx (-), Fx () and
9()?
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y =9(x)

- Transformation of random variables. y = g(x)
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Let first consider y1,

Py <y1)=P(x€Ry)
Ry, ={z|g(z) <y}
={z|z<m}

Thus, we have

Fy (yl) = Fx (xl)
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. Transformation of random variables. y = g(x)
— 9(x)
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Transformation of random variables. y = g(x)
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What about yo7?

Py <y2) = P(x € Ry,)
Ry, ={z|g(x) <ya}
={z|z <z}U

{z|xs < x < a4}



Sivakumar Balasubramanian

Transformation of random variables

y =9(x)

2.5

Linear Algebra & Random Processes/Transformations and Expectation of Random Variables 7/17

Transformation of random variables. y = g(x)

— g(x)
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What about yo7?

P(y <y2) = P(x € Ry,)
Ry, ={z|g(z) <2}
={z|z <z}U

{z|xs < x < a4}

Thus, we have
Fy (?Jl) =
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What about yo7?
. Transformation of random variables. y = g(x)
) P(y <y2)=P(x€Ry,)

20 Ry, ={z|g(x) < y2}

1.5 Y2 ={z|r <z2}U
x
S 10 {z|z3 <z <24}
]
> 05 Thus, we have
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Transformation of random variables

» Things are a litte easier when g (-) is a monotonic function. In this case, g~ ! (-) exists,
and R, = (). = F(y) = Fx (g_1 (y))
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Transformation of random variables

» Things are a litte easier when g (+) is a monotonic function. In this case, g~! (-) exists,
and R, = 1), = Fy (y) = Fx (g_l (y))

Let x by a uniformly distributed random variables between [1, 3], and let y = log (x).
What is Fy (+)?
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Transformation of random variables

» Things are a litte easier when g (+) is a monotonic function. In this case, g~! (-) exists,
and R, = 1), = Fy (y) = Fx (g_l (y))
Let x by a uniformly distributed random variables between [1, 3], and let y = log (x).
What is Fy (+)?
What is Fy (-) when y = ax + b?
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Transformation of random variables

» Things are a litte easier when g (-) is a monotonic function. In this case, g~ ! (-) exists,
and R, = 1), = Fy (y) = Fx (g_l (y))
Let x by a uniformly distributed random variables between [1, 3], and let y = log (x).
What is Fy (+)?
What is Fy (-) when y = ax + b?

» We can derive fy () from Fy, (-) by differentiation w.r.t. y. In the case of a monotonic

g (), we have

N -1 d
bO—A@(Mdﬂ @'



Sivakumar Balasubramanian Linear Algebra & Random Processes/Transformations and Expectation of Random Variables 13/17

Transformation of random variables

» Things are a litte easier when g (+) is a monotonic function. In this case, g~! (-) exists,
and R, = 1), = Fy (y) = Fx (g_l (y))
Let x by a uniformly distributed random variables between [1, 3], and let y = log (x).
What is Fy (+)?
What is Fy (-) when y = ax + b?

» We can derive fy () from Fy, (-) by differentiation w.r.t. y. In the case of a monotonic

g (), we have

N -1 d
fy () =rfx (97" (W) iy’ (y)'

Verify this for the previous examples.
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Expectation of Random Variables

» The expectation of a random variable is the average or mean value of the r.v., which

is formally defined as the following,

[ x- fx (z)dz, xis continuous

D ooe fx (z), xis discrete

r=—oc0 L~

px = E(x) 2

The expectation operation is a weighted sum of the different possible values assumed by
x, with the weights given by the pdf or pmf.

» The expectation operation can be defined for any general function of a r.v. g (x),

E<g<x>>:/°°g<x>-fx<x>dz

—0o0
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Expectation of Random Variables

» We can also calculate these with respect to conditional pdf and pmf.

E(x]A)—/oox-fx(x\A)da:

—0o0

This is the conditional mean of x.

» Properties of E (x). Let a, b, ¢ be scalar constants, and let E (g; (x)) and E (g2 (x))
exist. Then,

1.

E (ag1 (x) +bg2 (x) + ¢) = aE (g1 (x)) + DE (92 (x)) + ¢

2. 01(x) 20 = E(g1(x)) =0
3.
4. a<g1(x)<b = a<E(g (x))<b

g1 (%) = gactr = E (g1 (x)) = E(g2 (%))
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Expectation of Random Variables

» We can measure the spread of r.v. around its mean through the variance o2,
2 2 > 2 2 2
7 =B (- 0?) = [ o f ) do =B () - i

—00

» Moments of x. -
mn:/ " fx (x) dx
— 0o

» Central moments of x.

R L

— 00
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Moment Generating Function of Random Variables
» We define the moment generating function of a r.v. x by the following,
Dy (s) 2 E(e¥) = / Ix (x) e**dx

E (e7“7) is called the characteristic function of x.
Oy (2) EE(Z") = > fulw) 2"

E (e7“*) is called the characteristic function of x.

> The moments of x can be obtained from ®y (s). m, = &L (0).



