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Representation of vectors in a basis

> Consider the vector space R™ with basis {v1,va,...v,}. Any vector in b € R™ can be representated
as a linear combination of v;s,

b:Zaivi:Va; acR", V:[vl Vo o o... vn]ER"X”
i=1

ux b Vi b €2 b
uz \/ V2 \V /IZ
€]

{v1,v2}, {uy,uz} and {e;, ez} are valid basis for R?, and the presentation for b in each one of
them is different.

» Finding out a is easiest when we are dealing with an orthonormal basis U, in which case a is given by,

ul'p

ul'b T
a=| . | =Ub=by
7.ﬂb

u,
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Representation of vectors in a basis

. . . 2
Consider a vector b whose representation in the standard basis is b = } :

1
1/\/5 —2/\/5
e Consider a basis V = {[Q?Q} , { 1?%} } Find out by.
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Representation of vectors in a basis

. . . 2
Consider a vector b whose representation in the standard basis is b = } :

1

2/\/5 1/\/5

- {[] [}

1/\/5 —2/\/5
e Consider a basis V = {[ /\f} , { /\f} } Find out by.

5/34
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Representation of vectors in a basis

Consider a vector b whose representation in the standard basis is b = ﬂ :
. NN B VG I BN .
e Consider a basis V = {[2/\/5} , { 1/\/4 } Find out by.

- {[] [}
o= ([ s
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Matrix Inverse

» Consider the equation Ax =y, where A € R"*"™ and x,y € R".
» Let us assume A is non-singular = columns of A represent a basis for R”.

» What does x represent? It is the representation of y in the basis consisitng of the columns of A.

i b{ b{y
Z2 B bl bl

y=Ax=[a; ay ... a,] : :inai = x=Aly=|"2|y=|"2Y
: i=1 P .

T, bl bly

> A~!is a matrix that allows change of basis to the columns of A from the standard basis!
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Matrix Inverse

» Consider the equation Ax =y, where A € R"*™ and x,y € R".
» Let us assume A is non-singular = columns of A represent a basis for R".

» What does x represent? It is the representation of y in the basis consisitng of the columns of A.

i b{ b{y
Z2 B bl bl

y=Ax=[a; ay ... a,] : :inal- = x=Aly=|"2|y=|"2Y
: =1 s o

Tn, bl bly

> A~!is a matrix that allows change of basis to the columns of A from the standard basis!

° W= { {ﬂ ’ {711} } Find by, by calculating the inverse of the matrix W = {
2

that of the previous approach?

1 _2
o What about V = { Hﬂ : { léﬂ } What is b7

1 -1
1 1} . Does your answer match
2
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Matrix Inverse

Columns of A and rows of A~!

ST L 1
uy *[75’1] es %\

vidg =vit =vTuy =vlu; =0
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Matrix Inverse

Columns of A and rows of A™! _ 12 -1
V= [Vl VQ] — 11 1
ﬁg:[fé’l] ez \x/»’»\ 2
vo = |—1, oy ~ 1
[-1 o vl _ u{ 1 5 1
al| 2|1 2
Rows of A and columns of A~! Vit = Vol = Vit = Vo tls =
V{ﬁg = Vgﬁl = \7{112 = \72Tu1 =0
. 1 -1
Verify these for W = 1 1| and
2
1/\@ _2/\@
V = .
up = 2/\/5 L/\/5
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Left Inverse
» Consider a rectangular matrix A € R™*". There exists no inverse A~! for this matrix.
» But, does there exist two matrices B, C € R™"*™, such that,

CA=1I, and AB=1I,

» Both cannot be true for a rectangular matrix, only one can be true when the matrix is full
rank.

» A rectangular matrix can only have either a left or a right inverse.
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Left Inverse
» Consider a rectangular matrix A € R™*". There exists no inverse A~! for this matrix.
» But, does there exist two matrices B, C € R™"*™, such that,

CA=1I, and AB=1I,

» Both cannot be true for a rectangular matrix, only one can be true when the matrix is full
rank.

» A rectangular matrix can only have either a left or a right inverse.

1 -2
Consider a matrix A = [2  1|. Let B,C € R?*3. Can you explain why only CA =I5 can be
1 1

true and not AB = I37 Can you also explain why C is not unique?
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Left Inverse
» Any non-zero a € R"*! is left invertible: ba=1, b e R*"; bl = 2, 4 qat

~ al?

» This can be generalized to A € R™*™, m > n.
(c n C) A =1, where C,C e R™™ CA =0

» Condition for left inverse of A to exist: Colmuns of A must be independent.
—rank(A)=n —Ax=0 = x=0.
» Ax = b can be solved, if and only if A (Cb) = b, where CA =1,,.
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Left Inverse

» Any non-zero a € R™*! is left invertible: ba =1, b € R'*"; b’ = "‘HQ + aat

)
lla
» This can be generalized to A € R™*™, m > n.

(c+ C) A =1, where C,C e R™™ CA =0

» Condition for left inverse of A to exist: Colmuns of A must be independent.
—rank(A)=n —Ax=0 = x=0.

» Ax = b can be solved, if and only if A (Cb) = b, where CA =1,,.

-2

1|. Find a complete solution for the left inverse of A such that (C + C) =1,.
1

DN

o let A =

—_
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Left Inverse
» Any non-zero a € R™ ! is left invertible: ba =1, b€ R'*?; b’ = 2, 4 qat

’ ~ al?

» This can be generalized to A € R™*™, m > n.
(c n C) A =1, where C,C e R™™ CA =0

» Condition for left inverse of A to exist: Colmuns of A must be independent.
—rank(A)=n —Ax=0 = x=0.
» Ax = b can be solved, if and only if A (Cb) = b, where CA =1,,.

1 -2
olet A= |2 1|. Find a complete solution for the left inverse of A such that (C + C) =1,.
1 1
. 1 2 .
e Consider the system, Ax =b. A = {2} X = [.T}, and b = L} Find x.
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Left Inverse

» Any non-zero a € R"*! is left invertible: ba =1, b € RI*"; bl = II:HZ + aat

» This can be generalized to A € R™*™, m > n.
(c n C) A =1, where C,C e R™™ CA =0

» Condition for left inverse of A to exist: Colmuns of A must be independent.
—rank(A)=n —Ax=0 = x=0.
» Ax = b can be solved, if and only if A (Cb) = b, where CA =1,,.

1 -2
olet A= |2 1|. Find a complete solution for the left inverse of A such that (C + C) =1,.
1 1
. 1 2 .
e Consider the system, Ax =b. A = {2} X = [.T}, and b = L} Find x.

e What happens when b = F

is %7
3} What is x7
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Right Inverse

» For A € R™*" n > m with full rank, AB =1,, — B is the right inverse.

> Right inverse of A exists only if the rows of A are independent, i.e. rank (A) =m
— ATx=0 = x=0

» Ax = b can be solved for any b. x = Bb = A (Bb) =b.

» There are an infitnite number of Bs = an infinite number of solutions x.
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Right Inverse

» For A € R™*" n > m with full rank, AB =1,, — B is the right inverse.

> Right inverse of A exists only if the rows of A are independent, i.e. rank (A) =m
— ATx=0 = x=0

» Ax = b can be solved for any b. x=Bb =— A (Bb) =b.

» There are an infitnite number of Bs = an infinite number of solutions x.

1 -2 1

oLetA—|:2 1 -1

} . Find a complete solution for the right inverse of A.
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Right Inverse

» For A € R™*" n > m with full rank, AB =1,, — B is the right inverse.

> Right inverse of A exists only if the rows of A are independent, i.e. rank (A) =m
— ATx=0 = x=0

» Ax = b can be solved for any b. x=Bb =— A (Bb) =b.

» There are an infitnite number of Bs = an infinite number of solutions x.

1 -2 1

oLetA—|:2 1 -1

} Find a complete solution for the right inverse of A.

e Solve Ax = E

using right-inverses.

]. Compare the solutions from Gauss-Jordan method and the ones obtained
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Right Inverse

» For A € R™*" n > m with full rank, AB =1,, — B is the right inverse.

> Right inverse of A exists only if the rows of A are independent, i.e. rank (A) =m
— ATx=0 = x=0

» Ax = b can be solved for any b. x=Bb =— A (Bb) =b.

» There are an infitnite number of Bs = an infinite number of solutions x.

1 -2 1

oLetA—|:2 1 -1

} Find a complete solution for the right inverse of A.

e Solve Ax = E

using right-inverses.

e Let AB =1,,. What about the relationship between A7 and B??

]. Compare the solutions from Gauss-Jordan method and the ones obtained
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Fundamental subspaces of left and right inverses
Left Inverse
> A cR"™" rank(A)=n
» Subspaces of A:
C(A)cR™ N (AT)cCR™
C(AT)=R" WN(A)={0}
> Let C € R™™ ™ be the left inverse of A,
such that CA =1,,. What is rank (C)?
» What about the subspaces of the left
inverse?
> C(C)
> N (CT)
> C(CT)
> N(C)
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Fundamental subspaces of left and right inverses
Left Inverse
> A cR"™" rank(A)=n
» Subspaces of A:
C(A)cR™ N (AT)cCR™
C(AT)=R" WN(A)={0}
> Let C € R™™ ™ be the left inverse of A,
such that CA =1,,. What is rank (C)?
» What about the subspaces of the left
inverse?
> C(C) = C(AT) =R
> N (CT)
> C(CT)
> N(C)
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Fundamental subspaces of left and right inverses
Left Inverse
> A cR"™" rank(A)=n
» Subspaces of A:
C(A)cR™ N (AT)cCR™
C(AT)=R" WN(A)={0}
» Let C € R™™ be the left inverse of A,
such that CA =1,,. What is rank (C)?
» What about the subspaces of the left
inverse?
> <)~ (AT> =R"
N(CT) = = {0}
> C(CT)
> N(C)
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Fundamental subspaces of left and right inverses
Left Inverse
> A cR"™" rank(A)=n
» Subspaces of A:
C(A)cR™ N (AT)cCR™
C(AT)=R" WN(A)={0}
» Let C € R™™ be the left inverse of A,
such that CA =1,,. What is rank (C)?
» What about the subspaces of the left
inverse?
> <)~ (AT> R"
N (CT) =N (A) ={0}
> C(CT) =C(A) CR’”
> N(C)
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Fundamental subspaces of left and right inverses
Left Inverse
> A cR"™" rank(A)=n
» Subspaces of A:
C(A)cR™ N (AT)cCR™
C(AT)=R" WN(A)={0}
» Let C € R™™ be the left inverse of A,
such that CA =1,,. What is rank (C)?
» What about the subspaces of the left
inverse?
> C(C)=C(AT) =R
> N (CT) =N (A) = {0}
> C(CT) =C(A)CR™
> N(C) =N (A7) C R™
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Fundamental subspaces of left and right inverses

Left Inverse
> A cR"™" rank(A)=n
» Subspaces of A:
C(A)cR™ N (AT)cCR™
C(AT)=R" WN(A)={0}
> Let C € R™™ ™ be the left inverse of A,
such that CA =1,,. What is rank (C)?
» What about the subspaces of the left
inverse?
> <)~ (AT> R"
N(CT) =N (A) ={0}
> C(CT) =C(A )CR’”
> N (€)= (AT) B

Right Inverse

> A CR™" rank (A)=m
» Subspaces of A:
C(A)=R™ N (AT) = {0}
C(AT)cR* WN(A)CR"
» Let B C R™ ™ be the left inverse of A,
such that AB =1I,,. What is rank (B)?
» What about the subspaces of the left
inverse?
> C(B)
> N (BY)
> C (BY)
> N (B)
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Fundamental subspaces of left and right inverses

Left Inverse
> A cR"™" rank(A)=n
» Subspaces of A:
C(A)cR™ N (AT)cCR™
C(AT)=R" WN(A)={0}
> Let C € R™™ ™ be the left inverse of A,
such that CA =1,,. What is rank (C)?
» What about the subspaces of the left
inverse?
> <)~ (AT> R"
N(CT) =N (A) ={0}
> C(CT) =C(A )CR’”
> N (€)= (AT) B

Right Inverse

> A CR™" rank (A)=m
» Subspaces of A:
C(A)=R™ N (AT) = {0}
C(AT)cR* WN(A)CR"
» Let B C R™ ™ be the left inverse of A,
such that AB =1I,,. What is rank (B)?
» What about the subspaces of the left
inverse?
> C(B) =C(AT) CR"
> N (BY)
> C (B”)
> N (B)
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Fundamental subspaces of left and right inverses

Left Inverse
> A cR"™" rank(A)=n
» Subspaces of A:
C(A)cR™ N (AT)cCR™
C(AT)=R" WN(A)={0}
> Let C € R™™ ™ be the left inverse of A,
such that CA =1,,. What is rank (C)?
» What about the subspaces of the left
inverse?
> <)~ (AT> R"
N(CT) =N (A) ={0}
> C(CT) =C(A )CR’”
> N (€)= (AT) B

Right Inverse

> A CR™" rank (A)=m

» Subspaces of A:
C(A)=R™ N (AT) = {0}
C(AT)cR* WN(A)CR"
» Let B C R™ ™ be the left inverse of A,
such that AB =1I,,. What is rank (B)?

» What about the subspaces of the left

inverse?
>C( )=C (AT) c R”
N (BT) = ) C R”
> C (BY)
> N (B)



Sivakumar Balasubramanian

Linear Algebra and Random Processes/Matrix Inverses

29/34

Fundamental subspaces of left and right inverses

Left Inverse
> A cR"™" rank(A)=n
» Subspaces of A:
C(A)cR™ N (AT)cCR™
C(AT)=R" WN(A)={0}
> Let C € R™™ ™ be the left inverse of A,
such that CA =1,,. What is rank (C)?
» What about the subspaces of the left
inverse?
> <)~ (AT> R"
N(CT) =N (A) ={0}
> C(CT) =C(A )CR’”
> N (€)= (AT) B

Right Inverse

> A CR™" rank (A)=m
» Subspaces of A:
C(A)=R™ N (AT) = {0}
C(AT)cR* WN(A)CR"
» Let B C R™ ™ be the left inverse of A,
such that AB =1I,,. What is rank (B)?
» What about the subspaces of the left
inverse?
> Cm) - (AU CR"
N (BT) =N (A) C R
> C(BT) =C(A ) R™
> N (B)
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Fundamental subspaces of left and right inverses

Left Inverse
> A cR"™" rank(A)=n
» Subspaces of A:
C(A)cR™ N (AT)cCR™
C(AT)=R" WN(A)={0}
> Let C € R™™ ™ be the left inverse of A,
such that CA =1,,. What is rank (C)?
» What about the subspaces of the left
inverse?
> <)~ (AT> R"
N(CT) =N (A) ={0}
> C(CT) =C(A )CR’”
> N (€)= (AT) B

Right Inverse

> A CR™" rank (A)=m

» Subspaces of A:
C(A)=R™ N (AT) = {0}
C(AT)cR* WN(A)CR"
» Let B C R™ ™ be the left inverse of A,
such that AB =1I,,. What is rank (B)?

» What about the subspaces of the left

inverse?
> C( ) =C(AT) CR"
N (BT) =N (A) C R
>C(BT): (A) =R™
> N (B) =N (AT) = {0}
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Pseudo Inverse

» Consider a tall, skinny matrix A € R™*™ with independent columns. It turns out the Gram
matrix ATA € R"*" is invertible. If that is the case then,

(ATA)_1 ATA =1,; (ATA)_1 AT is a left inverse.

-1 . . .
> Af = (ATA) AT is called the pseudo inverse or the Moore-Penrose inverse.

> For the case of a fat, wide matrix, we have AT = AT (AAT)fl.

» When A is square and invertible, AT = A~1.
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Pseudo Inverse

» Consider a tall, skinny matrix A € R™*™ with independent columns. It turns out the Gram
matrix ATA € R"*" is invertible. If that is the case then,

(ATA)_1 ATA =1,; (ATA)_1 AT is a left inverse.

-1 . . .
> Af = (ATA) AT is called the pseudo inverse or the Moore-Penrose inverse.

» For the case of a fat, wide matrix, we have AT = AT (AAT)fl.
» When A is square and invertible, AT = A~1.

¢

2} Find x.

e Solve Ax = b using the At A = E} and b = L
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Pseudo Inverse

» Consider a tall, skinny matrix A € R™*™ with independent columns. It turns out the Gram
matrix ATA € R"*" is invertible. If that is the case then,

(ATA)_1 ATA =1,; (ATA)_1 AT is a left inverse.

-1 . . .
> Af = (ATA) AT is called the pseudo inverse or the Moore-Penrose inverse.

» For the case of a fat, wide matrix, we have AT = AT (AAT)fl.
» When A is square and invertible, AT = A~1.

1

e Solve Ax = b using the AT. A = {2

} and b = Lﬂ Find x.

e Compare AT with that of the general left inverse C. Calculate ||C||* and find out the
min ||C|[%. What is HATHZ?
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Matrix Inverse and Pseudo Inverse through QR factorization
» Consider an invertible, square matrix A € R™*",
A=QR = A '=(QR)'=R'Q '=R'Q"

where, R, Q € R™*™, R is upper triangular, and Q is an orthogonal matrix.

» In the case of a left invertible rectangular matrix A € R™*", we can factorize A = QR,
with Q € R™*™ and R € R™*™,

AT _ (ATA) AT (RTQTQR) RTQT (RTR) RTQT — RleT

» For a right invertible wide, fat matrix, we can find out the pseudo-inverse of AT, and then
take the transpose of the pseudo-inverse.

AAT=T — (AT)TAT: (A7) AT =1

QR — (AT =R1Q” = (AT>T — AT =QR”



