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Orthogonality

» Two vectors x,y € R" are orthognal if xy = 0.
X

» If we have a set of non-zero vectors V = {vq,va,Vvs,..., Vv, }, we say this a set of
mutually orthogonal vectors, if and only if, viij =0, 1<4,j<randi#j.
V is also a linearly independent set of vectors.

> When the length of the vectors is 1, it is called an orthonormal set of vectors.

P> A set of orthonormal vectors V also form an orthonormal basis of the subsapce
span (V).



Sivakumar Balasubramanian Linear Algebra and Random Processes/Orthogonality

Orthogonality

» Two vectors x,y € R" are orthognal if xy = 0.
X

» If we have a set of non-zero vectors V = {vq,va,Vvs,..., Vv, }, we say this a set of
mutually orthogonal vectors, if and only if, viij =0, 1<4,j<randi#j.
V is also a linearly independent set of vectors.

> When the length of the vectors is 1, it is called an orthonormal set of vectors.

P> A set of orthonormal vectors V also form an orthonormal basis of the subsapce

span (V).
1 —2
Is -2, 1 an orthonormal set?. If no, how will you make it one?

4 1
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Orthogonal Subspaces

» Two subspaces V, W are orthogonal if every vector in one subspace is orthogonal
to every vector in the other subspace.

viw =0, ¥YveVandVweW

Both subspaces V, W are from the same space, e.g. R"”

» Consider two subspaces V, W C R", such that V + W = R"™. If V and W are
orthogonal subspaces, then V and W are orthogonal complements of each
other. N

WLV = VE=wawt=v; (V) =v
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Orthogonal Subspaces
» Two subspaces V, W are orthogonal if every vector in one subspace is orthogonal
to every vector in the other subspace.

viw =0, ¥YveVandVweW

Both subspaces V, W are from the same space, e.g. R"”

» Consider two subspaces V, W C R", such that V + W = R"™. If V and W are
orthogonal subspaces, then V and W are orthogonal complements of each

other. |
WLV = VE=Wo wt=v, (vi) -V
0" r 1" 117" 177"
V = span 11 ,1 0 and W = span -2 s VE=W? Ifweadd |—-1| to
1 —1 1 0

W, is V+ = W still true?
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Relationship between the Four Fundamental Spaces

> C(A),N (AT) CR™ are orthogonal
complements.

C(A) LN (AT)

> C(AT),N (A) C R" are orthogonal
complements.

C(AT) LN (A)
» dimC (A) +dimN (AT) =m =
C(A)+N (AT) =R™

> dimC (AT) + dimN (A) =n =
C(AT)+N(A)=R"

7/28
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Relationship between the Four Fundamental Spaces

1 -2 1 0 1]
> C(A),N (AT) CR™ are orthogonal A= _? 7;1 1 71 73
complements. 2 4 -2 -2 -4
C(A) LN (AT) ) 10 0 0]
E; -2 1 0 0
E= —
{EQ -3 2 1 0
> C(AT),N (A) C R" are orthogonal ; 0 0 2 1
complements. ) )
1 =2 0o 1
R 0 0 -1 -1 -
C(AT) LN (A) R = {Rﬂ =lo o o -1 _s
0 0 0 o0
» dimC (A) +dimN (AT) =m =
C(A)+N(AT):Rm —|SC(A)L/\/(AT)?
_ . . -1sC(AT) LN (A)?
> dimC (A ) + dlmN(A) =n = - What is dimC (A), dim N (AT), dimC (AT),

¢ (AT) +N(A)=R" dim N (A)?
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Relationship between the Four Fundamental Spaces

>

X, and x,, are the components of
x € R™ in the row space and
nullspace of A.

Nullspace NV (A) is mapped to O.
Ax, =0

Row space C (A”) is mapped to
the column space C (A).

Ax, =A(xr +%x,) =Ax=Db

The mapping from the row space
to the column space is invertible,
i.e. every x, is mapped to a unique
element in C (A)

What sort of mapping does AT do?
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Orthogonal Projection onto Subspaces

P= 2%2 is the projection matrix
onto the line a.

s €1

‘ p is the projection of b onto a.

|le|| is the distance of the point b from the line
along a. This distance is shortest when, e | a.

al (b—p)=al (b—aa)=a’b—-aa’a=0

alb alb
o= — = = —a
ala P aTa
Tb Tb T
p= a —a2 2 =2 p_pp

7a —
ala al’a aTa
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Orthogonal Projection onto Subspaces

P= 2%2 is the projection matrix
onto the line a.

el Find the orthogonal projection matrix
associated a, and find the projection

‘ p is the projection of b onto a.
of b on to span ({a}).

|le|| is the distance of the point b from the line 1 2
along a. This distance is shortest when, e L a. ca= 2} b= M
al' (b—p)=al (b—aa)=a’b—-aala=0 ea=— ﬂb_{g}
B a’b o a’b M —9
* aTa p_aTaa ea=|2|:b=|—-4
Th Th T 1 —2

p=2"a=a2 2 -2 p_pp

7a —
ala al’a aTa
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Orthogonal Projection onto Subspaces
» We can also project vectors onto other subspaces, which is the generalization of the
projection to a 1 dimensional subspace, i.e. the line.

» Consider a vector b € R™ and a subspace & C R” spanned by the orthonormal basis
{uy,ug,...u,}.
bs — the orthogonal projection of b onto S is given by the following,

bs=UU"b; U=[u; uw ... u]
Projection matrix Pg = UU7T

» A projection matrix is idempotent, i.e. P? = P. What does this mean in terms of
projecting a vector on to a subspace?
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Orthogonal Projection onto Subspaces
» We can also project vectors onto other subspaces, which is the generalization of the
projection to a 1 dimensional subspace, i.e. the line.

» Consider a vector b € R" and a subspace S C R™ spanned by the orthonormal basis
{uy,ug,...u,}.
bs — the orthogonal projection of b onto S is given by the following,

bs=UU"b; U=[w; u ... u
Projection matrix Pg = UU7T

> A projection matrix is idempotent, i.e. P2 = P. What does this mean in terms of
projecting a vector on to a subspace?

-1 2
Find the orthogonal projection matrix associated U = —1|,|1| 7, and find the projection
1 3

2
of b= |2| on to span (U).
3
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Orthogonal Projection onto Subspaces

» Consider two matrices U1, Uy whose columns form an orthonormal basis of the
subspace S CR™, C (U;) =C (Uy).

» The projection matrix onto the subspace S, U; U7 = UgUg. We get the same
projection matrix irrespective of which orthonormal basis one uses.



Sivakumar Balasubramanian Linear Algebra and Random Processes/Orthogonality 15/28

Orthogonal Projection onto Subspaces

» Consider two matrices U1, Uy whose columns form an orthonormal basis of the
subspace S CR™, C (U;) = C (Uy).

» The projection matrix onto the subspace S, U; U7 = UgUg. We get the same
projection matrix irrespective of which orthonormal basis one uses.

10 1 1
Let U= |0 1| and U; = % 1 —1/|. Find the corresponding projection
00 0 0

matrices.
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Orthogonal Projection onto Subspaces

» Two subspaces V, W C U are said to be complementary subspaces of U/, when
V4+W=U and VNW = {0}

> When two subspaces V, W C R™ are complementary, then any vector x € R™

can be uniquely represented as x = v+ w, where v.€ V and w € W and v, w are
the components of x in V and W respectively.

» When V L W, then vI'w = 0; v, w are orthogonal components.

> If Pgs is the orthogonal projection matrix onto S, then what is the projection
matrix onto S+?
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Orthogonal Projection onto Subspaces

» Two subspaces V, W C U are said to be complementary subspaces of U/, when
V4+W=U and VNW = {0}

> When two subspaces V, W C R™ are complementary, then any vector x € R™

can be uniquely represented as x = v+ w, where v.€ V and w € W and v, w are
the components of x in V and W respectively.

» When V L W, then vI'w = 0; v, w are orthogonal components.
> If Pgs is the orthogonal projection matrix onto S, then what is the projection
matrix onto S=?
Let u = [1 1]T. Find out the projection matrices Py, and P17 Verify that

_ut()’
Put = (s
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Orthogonal Projection onto Subspaces

» An orthogonal projection matrix Ps onto a subspace S represents a linear
mapping, Ps : R™ — R™. What are the four fundamental subspaces of Ps?

C(Ps)=
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Orthogonal Projection onto Subspaces

» An orthogonal projection matrix Ps onto a subspace S represents a linear
mapping, Ps : R™ — R™. What are the four fundamental subspaces of Ps?

C(Ps)= & N(Ps)=

19/28
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Orthogonal Projection onto Subspaces

» An orthogonal projection matrix Ps onto a subspace S represents a linear
mapping, Ps : R™ — R™. What are the four fundamental subspaces of Ps?

C(Ps)= S; N(Ps)= S*
N(PLH =8+ c(PL)=s
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Orthogonal Projection onto Subspaces

» An orthogonal projection matrix Ps onto a subspace S represents a linear
mapping, Ps : R™ — R™. What are the four fundamental subspaces of Ps?

C(Ps)= S; N(Ps)= S*
N(PLH =8+ c(PL)=s
11
V3 V6
Let U = % % . Find the orthogonal projection matrix Py onto C (U). Describe
T 22
the four fundamental subspaces of Py.
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Orthogonal Projection onto Subspaces

» An orthogonal projection matrix Ps onto a subspace S represents a linear
mapping, Ps : R™ — R™. What are the four fundamental subspaces of Ps?

C(Ps)= S; N (Ps)= S*
NP =t C(PE) =

Let U = . Find the orthogonal projection matrix Py onto C (U). Describe

SSS-
SILS-S-

Q5
= N

the four fundamental subspaces of Py.

Now find Py;1 and describe its four fundamental subspaces.
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Gram-Schmidt Orthogonalization

» Given a linearly independent set of vectors B = {x1,x2,...X,}, where

x; € R™, Vie{1,2,...n}, how can we find a orthonormal basis {uy, ug, ..

for span (B)? — Gram-Schmidt Algorithm

P Its an iterative procedure that can also detect if a given set B is linearly
dependent.

Data: {x;}. ,
Result: Return an orthonormal basis {u;};.; if the set B is linearly
independent, else return nothing.

fori=1,2,...ndo
L q =x; — 23;11 (ul'x;) u; —(Orthogonalization step);
2. If q; = 0 then return;
3. u; = q;/ ||@:|| — (Normalization step);

end

return {u;},_;

Sup}
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Gram-Schmidt Orthogonalization

» The algorithm can also be conveniently represented in a matrix form.

B ={aj,as,...a,}

Let Uy =0pmx1 and U;=[u; uy ... ui 1] € R7*(—1)
oTx;
Ty i—1
UZTXi = uz:Xz and UzU,TXz = Z (u?xi) u;
ul 1, =

11007 x|

u; =
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QR Decomposition
» Gram-Schmidt procedure leads us to another form of matrix decomposition — QR decomposition.
an} € R™ ™, whose columns form a linearly independent set.

..gn} for C (A).

» Given a matrix A = [al ao
Gramm-Schmidt algorithm produces a orthonormal basis {q1, q2,

i—1
a; — Z]‘:1 (qJTai)QJ

ai
qi=— and q; =
1 Tk
where, 71 = ||a1]| and ry = . a; — Z;:l(qJTal)qJH
i—1
a; =rqi and a; =r;q; + Z (q?ai) q;
j=1
. diaz qjas i a,
0 712 qias q: an
T
A:[al as... an]:[q1 qz-... qn] 0 0 T2 Ban| = QR

25/28
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QR Decomposition
Find the QR factorization for the following, if possible.

-1 2 1

A= 0 0 2

-4 1 3
1 2 -1 =7
12 0 =5
B= -4 1 0 —16
11 1 1

0 2 -1

1 3 -1

C=|-11 0

1 1

1 0
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QR Decomposition

A=QR; A,QecR™" RecR™"

» The columns of Q form an orthonormal basis for C (A), and R is upper-triangular.

» Similar to A = LU, A = QR can be used for used to solve Ax = b.

Ax=QRx=b = Rx=Q 'b=Q’b

27/28



Sivakumar Balasubramanian Linear Algebra and Random Processes/Orthogonality 28/28

QR Decomposition

A=QR; A,QcR™" RecR™"

» The columns of Q form an orthonormal basis for C (A), and R is upper-triangular.
» Similar to A = LU, A = QR can be used for used to solve Ax = b.

Ax=QRx=b = Rx=Q 'b=Q’b
Solve the following through LU and QR factorization.

-1 2 1| [z -1
Ax = 0 0 2| |29 =1—-2| =Db
—4 1 3| |x3 -2



